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Who Is Barry?

Barry Raveendran Greene

I bgreene@cisco.com
CTO Corporate Consulting

Working on networks for the past 21
years.

1 Airfield and Military systems for the first
decade (including the ARPANET and MilNet

1 Internet Specific for the past decade
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Current Specializations

Building, Running, Scaling, and
Making Money in the ISP Business

Content Networking

ISP Routing

ISP Security

Internet eXchange Points (IXPs)

Trans-Oceanic Backbones
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Internet - A Different Perspective

Every machine
ransparently connected to
overy other machinge...

Outside World
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Every Person
Virtually Connected to
Each Other....
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Why is the Internet A




Why Is the Internet A

Success?
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Why is the Internet A

sSuccess?

The Core Values of the Internet
From the perspective of the IETF

open

Collzlg e rziiie) Sl
Standarads

Communication

Rougn

‘ Working Code
Consensus
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Introductions to ISF

Design Fundamentals

Cisco SvsTems




Rational Behind ISP Network Design

Point of Presence Topologies
Adding Services to the Architecture

Impact of Services on the Network

WWW.CiSCco.com
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Rational Behind ISP
Network Design

Layers upon Layers upon Layers
upon Layers




The Free On-line Dictionary

Architecture: Design; the way
components fit together;

It may also be used for any
complex system, e.g. “software
architecture”, “network
architecture”




Network Design and
Architecture...
... can be critical

... can contribute to the success
of the network

... can contribute to the failure
of the network

WWW.CiSCco.com



Ferguson’s Law of
_ Engigeenng g

No amount of magic
knobs will save a
sloppily
designed network

Paul Ferguson—Consulting Engineer,
Cisco Systems

J)
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What Is a Well-Designed

[]

[]

Network?

One that takes into consideration
some main factors

Topological/protocol hierarchy
Redundancy

Addressing aggregation (IGP and BGP)
Scaling

Policy implementation (core/edge)
Management/maintenance/operations

Cost

WWW.CiSCco.com 15



One Must Acknowledge that...

Two different worlds exist

10ne world revolves around private
organizational networks and another
concerns the global Internet

Growth in the Internet is faster than
any other technology introduced to
the public-at-large

WWW.CiSCco.com



Scaling Is the #1 Problem on

1

If you’re not scared yet,
you don’t understand the

problem!
J)
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Basic Scaling Concepts

Hierarchy

Discipline

nformation -
reduction -

Consistency

Planning

Presen tation_ID  ©1999 , Cisco Systems Inc. WWW.CiSCO.com 19
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More Issues to Consider




_ Key Design Principles

resentation_|

Internet/L3 Telco Voice and

Networks L2 Networks

1 Build the 7 Put all the
redundancy into o redundancy into
the system. “/S) a box.

Internet Network

=

ID  ©1999 , Cisco Systems Inc. WWW.CiSCco.com 21



_ Key Design Principles

Internet Years Telco Years

1 Very Rapid 1 Slow Consistent
Change Change

71 VYear =3 “_/SJ 11 Year = 3 Years
Months '

Presentation_ID  © 1999 , Cisco Systems , Inc. WWW.CiSCco.com 22



_ Key Design Principles

Internet Growth Telco Growth
7 +100% per year 1 Telephony is 5%
for the past 10 10 to 25% year for
years “/S) the past 10
years
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Key Design Principles

WINOITEIE CUStOmars

;2 < @ < @
= Int t % Tel %
= nterne — elco —
— = —)
= = |nfrastructure [ =N = <@mmw oo cucture =3
7 o &
g — —
~ \ 7 R @ o
' " j i N
$
= l
3 ; 3 ;
DuUstiars DUStmars
WWW.CISCO.cOom 24

Presentation_ID © 1999, Cisco Systems, Inc.



Key Design Principles

WINOITEIE CUStOmars

Internet
Infrastructure n

Cuesteniers

WINOIETP WINOYTETP
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Key Design Principles

Triple Layered POP
Redundancy

1 Two connection to the backbone
from any boarder router.

1 Two boarder routers, load
balanced w/ one able to take the
full load.

- Two POP interconnect devices
and/or a physical failover medium
(FDDI or POS)

Presentation_ID © 1999, Cisco Systems , Inc. WWW.CiSCco.com
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Key Design Principles

Interconnection for
Management, Security,
and Accounting services

1 Netflow Devices -
FlowCollector

-1 Syslog collector for all
network devices

1 SNMP collector (PC Based
UNIX)

1 Security Auditing Tools
(NetSonar)

Presentation_ID © 1999, Cisco Systems, Inc.

/| =

Y,
i
P

Management
&

Accounting
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Key Design Principles

1

Do not throw out the baby with
the bath water. +100 years of
build networks is experience

that cannot be ignored.
39



Core Influences to ISP Design

Modular Design

Functional Design
Tiered/Hierarchical Design
Multiple Levels of Redundancy
Routing Protocol Hierarchy

Build for IP Forwarding First - then
add services

WWW.CiSCco.com



Organize the Network
Into separate and

Other ISPs
repeatable modules
p FTP, WWW) =

Backbone link

‘ Backbone link
to another PoP 7~ N to another PoP
1 Backbone \zgl Network zg,

1 POP o cess

1 Hosting Services

.................... 7/\
........ consumer Ca\e

and xDSL Accgés
e

Network
Operations
Centre

Channelised T1/E1 circuit Channellized T3/E3 circuit{

D I S P Se rV i C eS Nx64 leased line circuit delivery T1/E1 leased line circuit delivery
1 Support/NOC
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Functional Design

One Box cannot do everything! (no mater
how hard people have tried in the past)

Each router/switch in a network has a
well-defined set of functions.

The various boxes interact with each
other.

ISP Networks are a systems approach
to design.

Presentation_ID © 1999, Cisco Systems, Inc. WWW.CiSCco.com 31



Tiered/Hierarchical Network

Design

“ Other

Regions
Flat - Meshed
Topologies have g
not scaled. Regions

Hierarchy is used
In network designs
to scale the
network.

Access Layer

Presentation ID  © 1999, Cisco Systems Inc. WWW.CiSco.com 32



~ Multiple Levels of Redundancy

Triple Layered POP
Redundancy

Backbone
1 Lower-level failures are better

1 Lower-level failures may trigger
higher-level failures

1 L2: Two of everything at

1 L3: IGP and BGP provide
redundancy and load balancing

1 L4: TCP re-transmissions
recovers during the fail-over

Presentation_ID  © 1999, Cisco Systems, Inc. WWW.CiSCO.com 33



. I\/Iultlple Levels of Redundancy

Objectlves -

7 As little user visibility of a fault as possible

7 Minimize the impact of any fault in any part of the
network.

7 Network needs to handle L 3, L4, and Router

failure

Backbone

i Peer
— ’ ‘
|| @ * Networks
«ﬂ»
4 =
Presen tation_ID  ©1999 , Cisco Systems Inc. WWW.cisco.com 34



Enterprise Multihoming Is

Many situations possible

1 multiple sessions to same ISP

1 secondary for backup only

7 load-share between primary and secondary

1 selectively use different ISPs

Presentation_ID  © 1999, Cisco Systems, Inc. WWW.CiSCO.com 35



Hierarchy of Routing
Protocols

Presen tation_ID  ©1999 , Cisco Systems Inc. WWW.CiSCco.com 36



Point of Presence

Topologies

ISP/IXP Workshops 1999, Cisco Systems, Inc WWW.Cisco.com




PoP Design

Neighboring

Core Backbone
Routers

Neighboring

sSs=

|
y——="

Interconnect E
—/ Medium —/

\

Y A
Access 1 U Access 2 U NAS 1 I NAS 2
( Dedicated Access > ( PSTN/ISDN )
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Early Internet POP

Architecture - NSP

1 Backbone trunks Internet
at 45 Mbl/s pacone

1 Shared media
Interconnect
within POP:
FDDI, Ethernet, Switched
Ethernet
1 Conventional
T3 backbone
Internet router

Presentation ID  © 1999, Cisco Systems Inc. WWW.CiSco.com 39



Internet POP Architecture -

'96/°98

1 Backbone trunks
at 155 Mb/s Backbone

Packet over SONET OC3
155 Mb/s
ATM OC3 =7=» POS/ATM ==

1 Switched interconnect ‘

within POP: ‘
Switched FDDI/Fast Ethernet
WiI ’%‘4

ATM OC3

DAdvanced OC3 backbone S S WS WS
Internet router

Internet

Presen tation_ID  ©1999, Cisco Systems Inc. WWW.CiSco.com 40



Internet POP Architecture -

‘98/°00
Internet
Backbone

1 Backbone trunks at

622 Mb/s 622 Mb/s @&
Packet over SONET OC12 POS/ATM

ATM OC12 W
0 Switched interconnect ‘

within POP: .
\\

622 Mb/s ATM
1 Gb/s Ethernet

Duplex Fast E, 155/
/ 622 Mb/s ATM, or
1 Gb/s Ethernet
-

S -9 & &

ATM at OC3 AND OC12
Ethernet Channel

Gigabit Ethernet (early '98)
POSIP (late ‘98)

0 Gigabit OC12 backbone
Internet router

Presentation_ID  © 1999, Cisco Systems, Inc. WWW.CiSco.com 41



Internet POP Architecture -

R

SRP Rings - High Speed
of SDH combined with fast ""

failover and redundancy
“'High bandwidth
"1Reduced port counts
1Reduced complexity

" Proactive self healing

leased line aggregation/

Presentation_ID  © 1999 , Cisco Systems , Inc. WWW.CiSCco.com 42



Large POPs - add a 3rd layer

0 Problem: port density!
Internet

: . |
0 Solution: buy more routers! Packbone

0 Customer routers connect to
aggregation routers

Packet over SONET OC3
ATM OC3

0 Aggregation routers connect to
backbone routers

0 Scales nicely
0 XCRstoY ARs to ZBRs
...where X>Y>Z

1 Be careful not to
oversubscribe!

Presentation_ID  © 1999, Cisco Systems, Inc. WWW.CiSco.com 43




POP Interconnect Summary

FDDI
100Mbps

'I Fast/Gig Ethernet 'I
=z
=3 S22 B2

-w W W



Key Design Principles

Interconnection for
Management, Security,
and Accounting services

1 Netflow Devices -
FlowCollector

-1 Syslog collector for all
network devices

1 SNMP collector (PC Based
UNIX)

1 Security Auditing Tools
(NetSonar)

Presentation_ID © 1999, Cisco Systems, Inc.
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ISP routing Architectures - IP

IGP = EIGRP, IS-IS,or OSPF
-1 almost always IS-IS or OSPF
1 IS-IS, single level (usually L2)

"I OSPF, either single area or BB/POP
areas

BGP = all routers in full mesh

1 mesh accomplished with route
reflectors, confederations, actual full
mesh

All routers have all routes, so
services could go anywhere

Presentation_ID  © 1999, Cisco Systems, Inc. WWW.CiSCO.com 46



ISP routing Architectures -

IP+-MPLS

IGP = EIGRP, I1S-IS,or OSPF

1 must be IS-IS or OSPF to use MPLS
TE

BGP = only edge routers need full routes

~ full-mesh of edge routers using
aforementioned mechanisms

| packets are forwarded via LDP
labels, not IP destination address

Where to put your services?

1 cannot hang a cache service off of a
router that doesn’t have full routes!

Presentation_ID © 1999, Cisco Systems, Inc. WWW.CiSCco.com 47



Cable Internet Access

Hub Connectivity

RDC (Regional Data Center)
GSR 12000

* 2 1/2 HUBS per ring — —
(either 12 or 13 uBRs per ring) ad  biad

/ :x: OC-12 rate

(based on the DPT technology)

________________

HUB

Spare uBR

uBR7246
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Cable Internet Access
Hub Connectivity

12 or 13 uBR’s per Ring (total of 50 uBR’s per RDC)

OC1

Presentation ID  © 1999, Cisco Systems Inc. WWW.CiSco.com



Cable Internet Access

Sample Topology: RoadRunner

HUB rings
(OC-12 rate)

Fiber Node

4

ZONE 1: Home ZONE 2: Distribution ZONE 3: Hub
Architecture Architecture Architecture
66 AS5300 CAT 5500
] :x: i Zone 5
PSTN T1 links
N\

-/ o
Zone 6:
PSTN
Interconnect

I
=

Zone 5: Regional
Data Center

Presentation_ID © 1999, Cisco Systems, Inc.
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Addresses Not Scaling

195.54.212.14  jill.abc.com
195.54.212.15 goof.abc.com
195.54.212.20 over.abc.com
195.54.212.21 retro.abc.com
195.54.212.22 mike.abc.com
195.54.212.23 lazy.abc.com
195.54.212.28 wiz.abc.com

195.54.212.29 sas.abc.com

195.54.212.30 chez.abc.com
195.54.212.31 pez.abc.com

195.54.212.16 lint.abc.com
195.54.212.17 ping.abc.com
195.54.212.18  biff.abc.com
195.54.212.19  hill.abc.com
195.54.212.24  ftp.abc.com
195.54.212.25 mail.abc.com
195.54.212.26  wish.abc.com
195.54.212.27 dirt.abc.com
195.54.212.33 note.abc.com
195.54.212.34 rex.abc.com

N

 TOO0 many routes
* Wasted address space
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Aggregating Addresses

Prefixes in backbone
173,000 Entries In Internet on 3/23/00

O http://lwww.employees.org/~tbates/

Scaling method for routing

WWW.CiSCco.com



What Is Route

_ Summarization? g

L R I e a2 LN

Route to the
172.16.0.0/16
Network

Routing Table Routing Table

172.16.25.0/24 172.16.0.0/16
172.16.26.0/24
172.16.27.0/24

Routing protocols can summarize
addresses of several networks into
one address

Presen tation ID  ©1999, Cisco Systems, Inc. WWW.CiSCco.com 54



Route Aggregation

Old Method: 202.14.64.0
202.14.65.0
202.14.66.0

202.14.96.0

New Meinod: 202.14.64.0/19 patiiiOIIILE

131.108.0.0 /16 versus 255.255.0.0

Summarizable blocks of subnets

Presen tation_ID  ©1999 , Cisco Systems Inc. WWW.CiSCco.com 55



Intra-Domain Route

Summarization

Area 0 @\

199.2.0.0/24

==

199.1.0/19

Injecte:/(;rm/
@

/" =
Areal

=
1;9 1.0. 0/2:/
4

fhrough
199,1.3.1.0/
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Inter-Domain Route
Summarization

199.1.0.0/16 199.1.0.0/16
S =y
S S

199.1.0.0/24 @)

(==

199.1.5.0/L4

Presentation_ID  © 1999, Cisco Systems, Inc.



Addressing and ISPs

ISP #1

Customer #1 Customer #2 Customer #3
202.14.64.0/19 202.14.8.0/21 202.14.2.0/23

\

= 202140})/{? i

Smaller routes aggregated within ISP #1

Presen tation_ID © 1999, Cisco Systems, Inc. WWWC'SCO .com 58



Border Gateways

patterns

Same City

Presentation_ID © 1999 , Cisco Systems , Inc. WWW.CiSCco.com



Scaling the Internet:

— 7 sp#1
202.14.0.0/16

Customer #2 Customer #3

oy Customer #1 o

- < 202.14.64.0/19 — -~

ISP #2
198.75.0.0/16

L

BGP

e
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Minimum Routing Table

Entries

Other

Other Regions

Regions

- &

&

Other
Regions

Could Be as
Few as TWO Routing
Table Eniries from
Hegion to Backbone
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Separate Infrastructure and

Customer Addressing

Eases administration of policies
Security and management
Routing management

Don’t share network 10!

WWW.CiSCco.com



Customer vs. Infrastructure

Customer 1 Customer 3

§9192.192.192.0

You
X
i, 10.0.0.0? il@@
\£4172.16.0.0?

@ Customer 4
10.0.0.0

See Session #1306 “ Expanding Connectivity With NAT”
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Classless Routing Protocols

Supports Variable Length Subnet
Masks (VLSM’s) and non-
contiguous subnetting

OSPF, integrated I1S-1S, EIGRP,
RIPv2 and BGP

Classful routing protocols are
effectively deprecated

WWW.CiSCco.com



Default Config for All Routers

All routérs shoud h'ave the following
configuration commands for full
CIDR routing:

11p classless
71p subnet-zero
i router bgp XXXX

1 no auto-summary

WWW.CiSCco.com
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Adding Services -

Architecture

Cause and Effect

1503 N |
0925 04F9 _c1 © 1999, Cisco Systems, Inc WWW.CISCO.COMm




Services?

How many Services?

Most network services are applied at the edge!
Edge (one-time) services Per-hop services

Voice over IP MPLS packet forwarding
MPLS VPNs DiffServ, other QoS
CDNs Multicast Services
VPDNSs

Managed services
Dial—DSL—cable

Presen tation_ID © 1999, Cisco Systems, Inc. WWWC'SCO .com 67
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Ask the Right Questions

What is the value of the service?
1 Technical merit
1 Cost savings

- Marketecture

What is the cost of the service?
2 Equipment?

7 Training people to support it?

I Network buildouts/topology changes?

WWW.CiSCco.com 68



Impact of Services on

the Network

1503 L =
0925 04F9 _c1 © 1999, Cisco Systems, Inc WWW.CI5C0.Coml




Who Knows?

What will be the impact on existing traffic
loads/patterns?

Can the network deliver the performance
that your customers/applications desire?
delay? jitter (delay variation)?

Make sure to add capacity as you add
services - bandwidth is a must.

WWW.CiSCco.com



Deployment of New Services

s more of a business decision

The technical aspect Is to ensure
continued network performance—
scalability and stability

Try to keep services within your AS

1 end2end control

"less likelihood of failure/flaps

WWW.CiSCco.com



Deploying New Services

Don’t feed the hype fire

Look before you leap!

Don’t deploy new technologies and
services just for the sake of it; have
valid business and technical reasons

WWW.CiSCco.com



Deploying New Services

Usually a Service requires a TCP/UDP
termination (l.e. TCP’s three way
handshake)

Termination should happen out side
of the primary flow path

Otherwise, the network is then
designed around the single service.

WWW.CiSCco.com



Deploying New Services

s

@ T

xDSL

CPE

Service
Terminate

I Interconnect

POP

Presentation_ID © 1999, Cisco Systerns

Multiple

POP Services
P -
B [ ]

Leased Core

CORE

Inc. WWW.CiSC0o.com 74



TCP/UDP Termination

INn The POP

Factors Effecting any product
design




Connections Establishment
and Termination

Client Server

Active open

Ack and passive open YN\’
< SN=c
Ack

< Ack AN:C+501

Close from client > FIN
< Ack SN=C+50;
Close from server ‘M
< Ack AN:C+502
g ‘M
SN=S+1
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Termination with GW or L7

Switch

Active open > i Client GW Server
Ack and passive open:
< Ack SYN
>
Data > Active open SYN+ACK
< Ack : < Ack and passive open ACK
Ack > %
ACK
Server <
Data
Ack > Data
» P —
Data W_» <+
> Close from GW ACK
Ack : —~ <4— (o]
< Ack N\>
i €
i  Close from Server EIN ACK
P \b‘?n\l
Ack > ACK <=
Close from client : <—E|N K
> PES o —ACK,
Ack :
<Close from GW
Ack :
= =
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Equal Path Load Balancing

through the POP

Work with the multi-level L2/L3 redundancy
of the ISP POP. Equal paths in the IGP +
CEF leads packet asymmetry.

Service
Clusters

= = — 7 WCCP ]

Access

[

\
nput Por ><$\ z
Redirect /@/ u

o~ Interconnect Leased Core

CPE POP CORE

isco Systems, Inc. WWW.CiSc0o.com
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The Major Problem

Cannot assume that the NAS b

OXES

will comply to a L4/L7 switches
requirements of forced symmetry

1 Per packet round robin - default for m

ost NAS

gear. Most Cisco NAS boxes left in this mode

(no CEF).

1 Per destination - If full routes - OK. Equal cost

defaults in the POP, then back to per

nacket.

1 Hash of source/destination. Only moc
will work for L4/L7 switches.

ID © 1999, Cisco Systems, Inc. WWW.CiSc0o.com
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How the Packets Flow through

the POP

Worse Case Scenario - Per Packet Load Balancing with
four equal cost paths to default routes on the POP GW

Client L4/L7

SYN
SN:C
ot — SW1
SN=S, AN=CTE
N
AN=g4 1 SW2

7
H ]
Interconnect

that intercepts

and terminates

The Problem
with L4/L7 in
the flow path

POP
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How the Packets Flow through

the POP

An Even Worse Case - Per Packet Load Balancing from
an multihomed enterprise with two equal cost paths to

the same ISP

Which POP
gets the
packet?

Interconnect
that intercepts
and terminates

POPs

Presentation_ID © 1999, Cisco Systems , Inc. WWW.CiSCco.com

Client L4/L7

SYN\J
SN:C
K POP1
N+AC
N—
AN POP2

2

J
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How the Packets Flow through

the POP

Absolute Worse Case - Per Packet Load Balancing from
an multihomed enterprise with two equal cost paths to
the two or more ISPs

Client L4/L7

SYN\J
SN:C
7 ISP1
N+AC
4—%&55557””’
M
AN=S17 ISP2

2

d

Which POP
gets the
packet?

that intercepts
and terminates

POPs
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Make No Assumptions!

Cascading switching paths

7 Optimum -> fast switching ->
process switching

1 CEF replaces optimum switching

7 CEF -> fast switching ->
process switching

1 DCEF -> CEF -> fast switching -> process switching

All of this effects the equal cost load
balancing technique.

Certain features drop out of CEF into fast or
process switching

y , WWW.CiSCO.com 83



What to do?

Cannot trust the quI cost load
balancing to keep the traffic flow
symmetrical.

That leaves two solutions:

1 Force symmetry with one POP
Interconnect device

1 Separate the identification and
redirection functions of transparent
Interception from the termination

. ... tunction.

WWW.CiSCco.com




Force Symmetry in the POP
Use only one L4/L7 switch in Backbone M ~-E
the POP —
Network F-H
~ No POP interconnect —
redundancy yy -Q
7 Only Ethernet Topologies - no Network  JIRGYA

Cache

SRP/DRP or ATM solutions

1 No five “9s” end-to-end network \’ Remote \’

I il Access
reliability aocess

- Will not work with multi-homed _ DSLAM’s, etc. -

customers =1 - |

4 “,,
—

——,! Clients
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Separate the Transparent

Interception Functions

Do a L3/L4 redirect first - then terminate!

This works with

multi-level L2/L3 redundancy and packet asymmetry in the
ISP POP - but not multi-homed customers.

—  Terminate
TCP/UDP
Session Here!

Leased Core

CORE

86

< >
= - -
f{mx 1
POTS
=7 Leaseline
U Cable
M) ' Interconnect |@|
CPE POP
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Web Cache Communication

Protocol (WCCP)

Content Routing Technology first
introduced in 1997

Provides mechanism to redirect
traffic flows [originally caches] In
real-time

Has in-built load-balancing
mechanism, scaling, fault tolerance,
and service-assurance (failsafe)

... mechanisms

WWW.CiSCco.com



Web Cache Communication
Protoc_l (CP)

WCCPV1/WCCPvV2 implemented by
several vendors:

" Inktomi, NetApps, CacheFlow, Novell,
Infolibra - orginal licensees

1Squid has a version with WCCPv1 w/
WCCPVZ comincg (when Lincoln has time)
I

SCO SYSTEMS c:J-\ T
| T—",
o

Network Appliance’ N ov e I I@

4 INFOLIBRIA
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Separate the Transparent

Interception Functions

Provide the ISP with Flexibility on the point
of redirection. Do not force an architecture
on the customer.

3

ISDN
POTS

.@' Leas

CPE

e Line

e

Access

||||||||||||||

Interconnect

POP

" Terminate
TCP/UDP
Session Here!

Leased Core

CORE
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Mindfullness

Things that will make or break
your business.




Managing the Network

Documentation (for real)
Plan ahead

Know your limits and the limits of
your network

Traffic Engineering 101
Service Contract - PICA
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Scaling Operations

Few operators allowed to
configure backbone infrastructure

Define clear processes/automate
customer provisioning

Documentation, simplicity,
and repetition
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_ Empowering People
People —not bandwidth, content,
or applications—are THE most
critical factor

Raise skills

Provide
Tools
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Labs and Testing

Cisco I0S™ is the OS for your Network

Test new releases with existing
applications, like a new server
OS release

Test new applications on a test network
before deployment, like a test server

An ounce of preparation is worth...

WWW.CiSCco.com



Cisco Systems

M@)

EMPOWERING THE
INTERNET GENERATION®"
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Addendum - Equal

Cost Forwarding

How IP Forwarding works with
equal cost paths




Equal Cost Forwarding

Router discovers multiple paths to a destination via
a routing protocol.

The forward table is updated with multiple entries to
that destination:

router> show i p route

... ]
| 192. 168. 25. 0/ 24 [115/10] via 192. 168.24. 6

[115/10] via 192.168.24. 10
[115/10] via 192.168.24. 14

[...]
If metric are equal, the router will forward the

packets using one of several load balancing
technlques
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Types of Equal Cost

_ Fomweiding

L R I e a2 LN

Per packet round robin
Per destination

Hash of source/destination



Per Packet Round Robin

| Remote 1
S

Net

WNetwork Next Hop 1.2.3.0/24
1.2.3.0/24 Serial 0

1.2.3.0/24 Serial 1

g

Forwarding Table

Bob
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Per Packet Load Balancing

Supported on all routers.
Processor intensive - CPU hit.

Prone to out of order packets in
some situations.

CEF has per-packet load balancing -
but with out the CPU hit on the
processor.
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CEF’'s Per Packet Load

Balancing

load share

punt

host-route

cache

drop

glean

incomplete

HB

route

route

route

route

routing table

//// mac header
Z"; mac header

2 mac header

AR mac header

mac header

mac header

mac header

— mac header

load share

Round robin between 16 buckets.
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Per-Destination

Remote 1

&= &3

2 2 )2
Net

Interface | MAC Address 1.2.3.0/24 Net
2.2.3.0/24

1.2.3.0/24 Serial 1 00cOAABDO0800......
2.2.3.0/24 Serial 0 00d0AA360800......

)

FAST/OPTIMUM CACHE

[]

|

8 8

Bob
1.2.3.4 2.2.3.4
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Per Destination Load

Balancing
Based on the cached destination

Supported on cached based
switching - fast switching, optimum
switching, and optimum/flow
switching

Eliminated the out of order packet
ISsues, but creates the issue of traffic
polarization.
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Hashed Source/Destination

Remote 1

SRR

Net

1.2.3.0/24 Net
rce Destination | Interface | MAC Address 2.2.3.0/24

5.1.2.0/24 | 1.2.3.0/24 Serial 1 00cOAABDO0800......
6.1.2.0/24 | 2.2.3.0/24 Serial 0 00d0AA360800......

‘

CEF’'s FIB and Adjacency Table

] ]

8 8

Bob
1.2.3.4 2.2.3.4
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Hashed Source/Destination

Based on a hash of the source and
destination addresses.

This insures that each
source/destination pair will be sent
out the same interface.

In some cases, it will have traffic
polarization issues (fix coming for
CEF).
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CEF'S Hashed

load share
punt
host-route mac header
cache hash
drop mac header
glean
incomplete mac header
HB
mac header
mac header
route mac header
route
route mac header
route
routing table mac header

load share

By default, then, traffic is load balanced based on both the source and
destination address; each packet sourced from a given host and destined
to a given network will always choose the same next hop.
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How many Paths?

IGP in the POP with POP GWs Originating Default to the
POP Devices w/ flat ethernet.

Four paths with each
over each link

8 equal paths to I

default

[

0 .@’

N

. Interconnect
Multiple i
Paths to that intercepts
Default and terminates
POP
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